
Martin R. Cacan1

Woodruff School of Mechanical Engineering,

Center for Advanced Machine Mobility,

Georgia Institute of Technology,

Atlanta, GA 30322

e-mail: martincacan@gatech.edu

Mark Costello
David S. Lewis Professor of Autonomy,

Guggenheim School of Aerospace Engineering,

Woodruff School of Mechanical Engineering,

Center for Advanced Machine Mobility,

Georgia Institute of Technology,

Atlanta, GA 30322

Edward Scheuermann
Earthly Dynamics Corporation,

Atlanta, GA 30309

Global Positioning System
Denied Navigation of
Autonomous Parafoil Systems
Using Beacon Measurements
From a Single Location
Precision-guided airdrop systems have shown considerable accuracy improvements over
more widely used unguided systems through high-quality position, velocity, and time
feedback provided by global positioning system (GPS). These systems, like many autono-
mous vehicles, have become solely dependent on GPS to conduct mission operations.
This necessity makes airdrop systems susceptible to GPS blackout in mountainous or
urban terrain due to multipathing issues or from signal jamming in active military zones.
This work overcomes loss of GPS through an analysis of guidance, navigation and con-
trol (GNC) capabilities using a single radio frequency (RF) beacon located at the target.
Such a device can be deployed at the target by ground crew on site to retrieve package
delivery. Two novel GNC algorithms are presented, which use either range from or direc-
tion to a RF beacon. Simulation and experimental flight testing results indicated that
beacon-based methods can achieve similar results as GPS-based methods. This technol-
ogy provides a simple and elegant solution to GPS blackout with best method studied
showing only a 21% decrease in landing accuracy in comparison to GPS-based methods.
[DOI: 10.1115/1.4037654]

1 Introduction

The accuracy of autonomously guided airdrop systems is highly
dependent on the quality and richness of available feedback sig-
nals. The global positioning system (GPS) revolutionized the field
of guided vehicles as it provides accurate position, velocity, and
time measurements. GPS is the standard feedback signal, which
provides baseline functionality of autonomous airdrop guidance,
navigation and control (GNC) schemes [1–5]. Without GPS, cur-
rent guided airdrop systems cannot function successfully.

While GPS is accessible nearly worldwide, conditions exist
where a robust and reliable GPS signal is not guaranteed to be
available. Urban and natural canyons can induce multipath propa-
gation and satellite obscuration issues that can, respectively,
degrade GPS signal quality and deny the ability of a receiver to
achieve GPS lock. A greater risk lies in technology that allows
adversaries to overpower the extremely low signal strength of
GPS. Signal jammers can easily swamp the L1, L2, and L5 fre-
quencies, which have received signal strengths of �157.7 dBw,
�160 dBw, and �154 dBw, respectively [6].

Several vision-based systems have been implemented on vari-
ous aerial platforms for navigation without GPS. Simultaneous
localization and mapping is a probabilistic method in which vision
information is used to construct a map of a localized environment
while simultaneously tracking the position of the vehicle within
the newly defined space [7]. Solved in real time using particle or
extended Kalman filters, simultaneous localization and mapping
methods are applicable to both two-dimensional and three-
dimensional mappings and can be blended with additional
onboard sensors for improved accuracy [8–10]. Many vision-
based systems are used in conjunction with an inertial measure-
ment unit to help prevent large-scale drift from single and double
integration of noisy measurement data. Optical flow methods

track the apparent motion of objects (typically easily defined
edges) as a camera moves through a given space [11,12]. Addi-
tionally, aerial image matching compares real-time images with a
bank of preloaded satellite images of the drop zone for position
estimates [13]. While these methods present viable solutions to
GPS denied guided airdrop systems, they often require high qual-
ity (and heavy) camera and inertial measurement units. They are
also limited to relatively low altitudes where terrain features are
clearly visible and must be conducted during daylight hours on
predominantly cloudless days.

Radio frequency (RF) beacons present a second classification
of solutions. Commonly implemented before GPS was available,
beacon technology found wide-spread use for navigation of air
and sea vehicles starting with the LORAN system [14], which was
developed by the U.S. during World War II. Beacon feedback
enabled the first autonomous airdrop system in which scanning
directional antennae identified the relative heading to the beacon
and homed toward the signal source [15,16]. Additionally, bea-
cons placed at the desired impact point (IP) can transmit signals at
sufficient power to decrease their susceptibility to signal jamming.
RF beacons most commonly use time of flight [17,18], but
received signal strength [19], infrared detection [20], and sonar
beacons [21,22] have also been utilized.

This paper aims to revitalize the application of beacon technol-
ogy for use in aerial cargo delivery by conducting a study into the
viability of both range to target and direction to target as a source
of feedback. The inclusion of a barometric altimeter also provides
altitude above ground. Experimental beacon signals are generated
using GPS data to focus on the development of GNC algorithms
and their capabilities.

The available signals are combined into two sets for GNC
development and analysis: method 1 with {wB, z} feedback and
method 2 using {RB, z} feedback. These two methods provide sig-
nificantly less information than what is provided by GPS. As a
result, vehicle position and velocity is not fully observable. One
of the key challenges is the lack of atmospheric wind estimates,
which are needed to actively reject their impact on the landing
accuracy of the system. All guidance strategies using the feedback
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signals above seek to land accurately while minimizing the effect
of unknown atmospheric winds.

The remainder of this paper outlines and characterizes the novel
GNC algorithms developed to capitalize on the available informa-
tion. Section 2 provides details into each beacon-based algorithm.
The simulation environment of the vehicle and atmospheric winds
are presented in depth in Sec. 3, and a description of the experi-
mental vehicle is given in Sec. 4. Discussion and results generated
through extensive simulation and flight test experiments are pre-
sented in Sec. 5. Finally, a summary of the findings of this work
and other conclusions are presented in Sec. 6.

2 Beacon-Based Guidance, Navigation, and Control

A schematic of a dropzone configured for beacon-guided air-
drop systems is presented in Fig. 1. The beacon is assumed to be
the origin of the inertial coordinate system and the desired impact
point. Beacon range, RB, is the spherical distance of the vehicle from
the beacon and relative heading to beacon, wB, is the angle between
the vehicle’s heading and horizontal position vector, rB. Details of
each guidance algorithm are presented in Secs. 2.1 and 2.2.

All methods use deflection of the trailing edge brakes as a
mechanism to employ lateral control. The asymmetric control
input is calculated based on the commanded turn rate and known
control mapping

dac ¼ f ð _wcÞ; dac 2 ½�1; 1� (1)

A saturation limit of 15 deg/s is placed on the commanded turn
rate to ensure excessive rocking or spiral behavior is not excited.

Finally, full symmetric brake deflection is applied just prior
final impact to flare the canopy. This method is standard operating
procedure as it decreases forward airspeed to soften the landing
and prevent the cargo from rolling on impact.

2.1 Method 1: fwB; zg Feedback. The use of relative head-
ing to the beacon and altitude above ground re-analyzes the initial
work done in the field of guided airdrop systems [16]. Relative
heading can be measured in real time using any directional
antenna system such as a directional antenna or Watson–Watt
antenna. This easy-to-implement feedback allows the vehicle to
home toward any properly configured RF beacon.

The {wB, z} method is considered to have the most limited state
observability. Both distance to target and atmospheric winds,
which represent the primary metric to minimize and the greatest
disturbance, respectively, are unobservable. Given limited

parameters of importance, a basic strategy of homing toward the
target is implemented. The control logic always attempts to align
the vehicle heading with the direction of the RF beacon. Equations
(2) and (3) calculate the heading error fraction and commanded
turn rate, respectively. Here, Dwmax is the heading error, which
initiates the maximum turn rate, and wB,des¼ p

Dwk ¼
wB;des � wB;k

Dwmax

(2)

_wc ¼

_wmax for Dwk � 1

� _wmax for Dwk � �1

_wmaxDwk

ffiffiffiffiffiffiffiffiffiffiffi
jDwkj

p
else

8>>><
>>>:

(3)

This controller provides excellent tracking toward the beacon
when the system is far from the IP and loiters in a circular pattern
near the IP for the majority of the descent. These loops are created
when the vehicle reaches the IP and the heading error becomes
maximum causing a 360 deg turn to re-orient toward the target.
Without an estimate of the vehicle’s position with respect to the
target, the algorithm is unable to coordinate reaching the IP when
the vehicle altitude tends to zero. As a result, the vehicle remains
in the circling pattern until landing.

2.2 Method 2: fRB; zg Feedback. This algorithm uses meas-
urements of spherical range from the IP and altitude above ground
to steer the vehicle to the target. The use of beacon range instead
of relative heading provides a direct metric to minimize improv-
ing the accuracy. This enables the vehicle to time the landing
event to be when the system reaches the IP. This is conducted
through a two-stage homing and loiter guidance strategy in which
the vehicle attempts to either home toward or maintain a constant
distance from the target. During a typical flight, the algorithm
uses homing to reach the dropzone, the loiter phase to maintain
proximity to the IP, and will re-enter homing to land at the target.

After deployment, the system enters homing in which the maxi-
mum inward radial velocity is tracked to reach the target. The
inward velocity of the vehicle depends on the heading of the vehi-
cle and the effects of the atmospheric winds. A bang–bang con-
troller is used to track inward direction because a change in the
vehicle’s inward velocity can only be used to find the magnitude
heading error, but not the sign of the error. This controller
switches between maximum left and right turn rate to enforce an
oscillation around the inward direction. The control effort is
reversed when the radially inward acceleration goes negative indi-
cating that the vehicle is tending away from correct heading. The
controller is tuned to ensure stable tracking of the maximum
inward velocity, which can vary as a result of changing atmos-
pheric wind conditions.

When the vehicle is aligned toward the target during homing,
an estimate of the radial component of the atmospheric winds is
calculated by comparing the radial velocity and known vehicle
airspeed. Though this estimate is subject to errors from a mis-
alignment between vehicle heading and radial direction during the
oscillatory approach, it significantly aids in the transition to the
loiter period.

During the loiter period, the vehicle maintains proximity to the
target by flying in a large circular trajectory with radius rL and
centered at the IP. To transition from homing to the loiter path, a
90 deg turn must executed at the transition radius to ensure the
vehicle range is close to the loiter radius at the conclusion of the
turn. The transition radius is given in Eq. (4) where the final term
is associated with the drift of the vehicle due to atmospheric
winds

rT ¼ rL þ rTR 1� p=2

V0

VWr

� �
(4)Fig. 1 Add canopy from airdrop overview figure. Try and add

heading, course, velocity, beacon heading.
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Once in loiter, a proportional-derivative (PD) controller is used
to track the loiter path and reject errors induced primarily by
atmospheric winds. A zero error turn rate associated with the
curved path is added to the heading controller using a no-roll
approximation

_wc ¼ _wL þ KPðr � rLÞ þ KD _r (5)

_wL ¼
V0

rL
(6)

The effects of the atmospheric winds are minimized by the con-
trol algorithm even though they are unobservable because they
directly impact the radial range and range rate of the vehicle. Sim-
ilar to the previous scheme, this guidance strategy requires the
vehicle to penetrate any headwinds to fully circle the desired
impact point, which limits this method to atmospheric wind
speeds at or below the vehicle airspeed. This is generally not a
requirement for systems with full GPS feedback, which can
decouple the atmospheric wind from the total vehicle motion and
land accurately at the target if they are deployed sufficiently
upwind of the IP.

The system re-enters homing when the current altitude is equal
to the altitude required to reach the target, defined by the radial
distance, airspeed, and descent rate

ztransition ¼ r
_z

V0

(7)

This transition point is defined independent of the atmospheric
winds making the approach to the target and overall landing accu-
racy heavily dependent on the low-altitude atmospheric winds.

3 Full Parafoil and Payload Simulation Environment

This section outlines the simulation model to be created to
develop and validate GNC algorithms prior to experimental flight
testing. This is composed of both a six degrees-of-freedom
dynamic vehicle model and atmospheric wind model.

3.1 Parafoil and Payload Dynamic Model. A two-
dimensional schematic of a parafoil and payload system is pre-
sented in Fig. 2. With the exception of movable parafoil brakes,

the parafoil canopy is considered to be a fixed shape. The com-
bined system of the parafoil canopy and the payload are repre-
sented by a six degrees-of-freedom, rigid-body model, defined by
three inertial position components of the total system mass center
as well as the three Euler orientation angles.

The transformation from inertial to body frame is conducted
through a series of body-fixed 3-2-1 Euler angle rotations. This
defines the kinematic relationship to calculate the body velocities
and angular rates given in Eqs. (8) and (9)

_x
_y
_z

8<
:

9=
; ¼

chcw chsw �sh

s/shcw � c/sw s/shsw þ c/cw s/ch

c/shcw þ s/sw c/shsw � s/cw c/ch

2
4

3
5 u

v
w

8<
:

9=
;

¼ ½TIB�
u
v
w

8<
:

9=
; (8)

_/
_h
_w

8><
>:

9>=
>; ¼

1 s/th c/th
0 c/ �sh

0 s/=ch c/=ch

2
4

3
5 p

q
r

8<
:

9=
; (9)

Here, sa¢ sinðaÞ; ca¢ cosðaÞ; ta¢ tanðaÞ, and [TIB] represent
the rotation from the body to inertial reference frame.

Dynamic equations governing the translational and rotational
acceleration are calculated in the body frame about the vehicle
center of gravity (CG). The forces and moments considered in this
work consist of gravity (W), payload aerodynamics (PA), canopy
aerodynamics (CA), and apparent mass (AM). The last term is an
aerodynamic phenomenon that adds additional forces and
moments onto a body due to the acceleration of the fluid (air) in
which a body traverses [23–25]. For systems such as parafoils that
exhibit low mass and inertia compared to their volume, these
effects can significantly impact the flight and turn rate dynamics.
Note that forces offset from the CG are included in the total sum
of the moments in Eq. (11)

m

_u

_v

_w

8><
>:

9>=
>;þ SB½�xB=I�

u

v

w

8><
>:

9>=
>;

0
BB@

1
CCA ¼

XW

YW

ZW

8><
>:

9>=
>;þ

XPA

YPA

ZPA

8><
>:

9>=
>;

þ
XCA

YCA

ZCA

8><
>:

9>=
>;þ

XAM

YAM

ZAM

8><
>:

9>=
>; (10)

½IB�
_p

_q

_r

8><
>:

9>=
>;þ SB½�xB=I�½IB�

p

q

r

8><
>:

9>=
>; ¼ SB½�rcg!p�

XPA

YPA

ZPA

8><
>:

9>=
>;

þ
LCA

MCA

NCA

8><
>:

9>=
>;þ SB½�rcg!C�

XCA

YCA

ZCA

8><
>:

9>=
>;þ

LAM

MAM

NAM

8><
>:

9>=
>;

þ SB½�rcg!C�
XAM

YAM

ZAM

8><
>:

9>=
>; (11)

The skew symmetric operation SB½�a��b is notation used to repre-
sent the cross product between �a and �b in the body frame by plac-
ing the measure numbers of �a in a skew symmetric matrix. The
remainder of this section details how these individual forces are
computed and finally, how all elements of Eqs. (10) and (11) can
be combined to solve for the derivatives of body velocity and
angular rate.

Gravitational forces act upon the CG of the combined parafoil
and payload system, given by the below equation:Fig. 2 Parafoil and payload schematic

Journal of Dynamic Systems, Measurement, and Control APRIL 2018, Vol. 140 / 041004-3

Downloaded From: https://dynamicsystems.asmedigitalcollection.asme.org on 07/11/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use



XW

YW

ZW

8<
:

9=
; ¼ mg

�sh

s/ch

c/ch

8<
:

9=
; (12)

Aerodynamic lift and drag on the canopy is computed at point
C (see Fig. 2), which represents the mean center of pressure (CP)
for the canopy. The velocity of point C with respect to the atmos-
phere is required and transformed into the canopy frame (aligned
with the airfoil) in order to calculate the aerodynamic forces

CCð �VC=AÞ ¼
~uC

~vC

~wC

8<
:

9=
;

¼ ½TCB�
u
v
w

8<
:

9=
;� SB½�rcg!C�

p
q
r

8<
:

9=
;� ½TBI�

VWx

VWy

VWz

8<
:

9=
;

0
B@

1
CA

(13)

Based on these equations velocity, the canopy speed ~V , angle of
attack a, and side slip b can be computed

~V ¼ k �VC=Ak (14)

a ¼ arctanð~wC; ~uCÞ (15)

b ¼ arcsinð~vC= ~VÞ (16)

Provided canopy angle of attack in addition to left (dl) and right
(dr) trailing edge brake deflections, the aerodynamic lift, CL, and
drag, CD, coefficients are defined based on Eqs. (17) and (18).
Here, the right-hand side parameters weight the impact of angle of
attack and control inputs on the lift and drag coefficients. The
individual left and right brake deflections are mapped to asymmet-
ric (da) and symmetric (db) brake metrics to decouple the effect
of the control surfaces into the lateral and longitudinal channels,
respectively. Definition of these mappings is provided in Eqs. (19)
and (20)

CL ¼ CL;0 þ CL;aaþ CL;a3a
3 þ CL;dbdbþ CL;adbadb (17)

CD ¼ CD;0 þ CD;a2a
2 þ CD;dbdbþ CD;a2dba

2db (18)

da ¼ dr � dl (19)

db ¼ 0:5ðdr þ dlÞ (20)

Aerodynamic forces acting upon the CP are prescribed in Eq.
(21) where lift, drag, and side forces (via CYb) are transformed
from the aerodynamic frame (one aligned with the aerodynamic
velocity) to the canopy frame through a single axis rotation,
½TCA�¢Rð�JC; aÞ

XCA

YCA

ZCA

8><
>:

9>=
>; ¼

1

2
q ~V

2
Sc TBC½ � TCA½ �

�CD

CYbb

�CL

8><
>:

9>=
>; (21)

Since all aerodynamic forces are only considered to act at the
CP, the effects of a three-dimensional, dihedral wing are accounted
for through canopy aerodynamic moments. These stability
moments mainly provide angular rate damping to match experi-
mental flight testing. Aerodynamic roll Cl, pitch Cm, and yaw Cn

moment coefficients are defined based on the canopy angular rates
and the effect of both symmetric and asymmetric brake. Equations
(22)–(24) define the typical yaw-roll coupling and the impact that
asymmetric brake has on the turn rate behavior of the vehicle

Cl ¼ Clbbþ
b

2 ~V
Clp ~p þ Clr~rð Þ þ Cldada (22)

Cm ¼
�c

2 ~V
Cmq ~q þ Cmdbdb (23)

Cn ¼ Cnbbþ
b

2 ~V
Cnp ~p þ Cnr~rð Þ þ Cndadaþ Cnda2da2 (24)

LCA

MCA

NCA

8<
:

9=
; ¼

1

2
q ~V

2
Sc TBC½ �

b Cl

�c Cm

b Cn

8<
:

9=
; (25)

Only aerodynamic drag is considered for the payload. This cal-
culation requires the velocity of point P to be given with respect
to the atmosphere, �V P=A, calculated identically to Eq. (13)

XPA

YPA

ZPA

8<
:

9=
; ¼ �

1

2
qSpCD;pk �V P=Ak

~uP

~vP

~wP

8<
:

9=
; (26)

Finally, the apparent mass effects of the canopy are addressed.
Apparent mass forces stem from the constant acceleration of dis-
placed air in which the vehicle moves. It has been characterized
that these forces have non-negligible effects on low weight to vol-
ume systems, which can significantly complicate the dynamics
[23–25]. However, these references also show that the displaced
fluid can be represented by manipulating the mass matrix of the
vehicle. This is defined as the apparent mass [IAM]¼ diag(A, B, C)
and apparent inertia [IAI]¼ diag(IA, IB, IC) of the vehicle. In this
work, apparent mass is considered to act on the CP of the canopy
with principal axes aligned with the canopy reference frame.
Apparent mass effects, defined in Eqs. (27) and (28), are based on
the acceleration of the CP and angular velocity of the canopy with
respect to the atmosphere. Note that atmospheric parameters are
assumed to vary slowly such that their time derivatives can be
neglected and the apparent mass and inertia matrices must be
rotated into the body frame based on Eqs. (29) and (30)

XAM

YAM

ZAM

8<
:

9=
;¼�½IAM�0

_u
_v
_w

8<
:

9=
;�SB½�rcg!C�

_p
_q
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8<
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_V Wz
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(27)
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NAM

8<
:

9=
; ¼ �½IAI�0

_p
_q
_r

8<
:

9=
; (28)

½IAM�0 ¼ ½TBC�½IAM�½TBC�T (29)

½IAI�0 ¼ ½TBC�½IAI�½TBC�T (30)

By substituting the equations associated with gravity, payload
aerodynamics, canopy aerodynamics, and apparent mass into Eqs.
(10) and (11), the governing equation of motion is given. Note
that all apparent mass effects are captured in the modified mass
matrix and result in a coupling between the translational and rota-
tional dynamics

m½I3x3�þ½IAM�0 �½IAM�0SB½�rcg!C�

SB½�rcg!C�½IAM�0 ½IB�þ½IAI�0 �SB½�rcg!C�½IAM�0SB½�rcg!C�

2
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3
5

_u

_v

_w

���

_p

_q

_r

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>;

¼
B1

���
B2

8><
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9>=
>;

(31)
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3.2 Simple Shear Wind Field Model. Low-frequency, large-
scale components of the wind are generated by a horizontal wind
profile, which is variable between flights and constant during a
particular flight. This wind field, presented in Fig. 3(a), represents
low altitude wind shears by having two independent air layers
with a mixing region in between. In a simple and concise manner,

this wind model captures the nature of atmospheric wind fields
close to the ground, which was characterized to be a significant
source of landing error by Yakimenko et al. [3]. By statistically
varying air mass and mixing layer parameters, a rich variety of
physical scenarios can be constructed.

To capture high frequency, small-scale components of the
wind, a discrete implementation of the Dryden turbulence model
was used [26,27]. Gust velocities and angular rate components are
computed for all three axes by driving discrete filters with unit-
variance, independent white noise signals. A sample wind field
created by superimposing the simple shear model with the Dryden
turbulence model is shown in Fig. 3(b). The turbulence is altitude
dependent, but has the general form of high frequency, small
amplitude oscillations that slowly drift around the underlying sim-
ple shear wind model.

4 Experimental Flight Vehicle

Experimental flight validation is conducted on a small-scale
remote control airdrop system shown in Fig. 4. The ram air can-
opy has a planform area of 1.35 m2 (14.5 ft2) and supports a
2.7 kg (6 lbs) payload. Extensive model parameter identification
was conducted on the vehicle to tune the dynamic model

Fig. 3 (a) Horizontal wind shear model to capture large-scale spatial variations in the air
mass and (b) simulated wind field, which combines base model (dashed line) with high fre-
quency turbulence to generate total full atmospheric data (solid line)

Fig. 4 Small-scale parafoil and payload system used for experimental flight testing
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presented in Sec. 3. A description of the identification procedure
and identified values are presented in Ref. [28], Secs. 3.2 and 3.3,
respectively.

Lateral control of the aircraft is accomplished through left and
right trailing edge deflection via connected servomotors. The pay-
load is also equipped with an autopilot, electric brushless motor,
speed controller, and battery. The autopilot runs the guidance,
navigation, and control algorithm at 4 Hz on a PIC32MX family
microcontroller and contains a sensor suite including a barometric
altimeter and GPS receiver. Flight data are stored in non volatile
memory and transmitted to a base station computer in real time
via a 2.4 GHz XBee wireless link.

The key benefit of this system is that it can be hand launched
from ground level and flown under power to gain altitude. Once at
a desired release altitude, the motor is turned off and the GNC
algorithm is given control of the vehicle for the descent. This
simulated drop method significantly aids the development, testing,
and validation of novel GNC algorithms.

5 Results

To study the capability of the proposed beacon-based algo-
rithms, a series of simulation and experimental tests were con-
ducted. Simulation results focused on Monte Carlo tests where
parameters of the atmospheric wind model were changed between
flights such that wind magnitudes varied from 0 to 6 m/s and the
angle between the upper and lower air masses varied from 0 deg
to 180 deg. Experimental flight testing was conducted in a large
wooded clearing with gently rolling hills outside of Atlanta, GA.
A release altitude of approximately 400 m was chosen to ensure
there was sufficient flight time for each phase of the guidance
algorithm to be executed. Similar wind conditions were ensured
between all algorithms by sequentially flying each of the proposed
algorithms.

In addition, a GPS-based algorithm was tested concurrently to
provide a reference to more commonly accepted practices in the
field of precision airdrop systems. Details of this approach are out-
lined in Refs. [29,30]. The Monte Carlo simulation and experi-
mental flight test results of the GPS algorithm are presented in
Fig. 5(a). Accuracy of precision airdrop systems is evaluated
using the circular error probable (CEP). This metric is defined as
the radius of a circle centered at the IP at which a given percent-
age of landings reside within. Primary accuracy is denoted by
50% CEP (equivalent to the median miss distance) and 90% CEP
characterizes the extent of impacts with large miss distances. Indi-
cated in Fig. 5 by circular lines, the GPS-based algorithm exhib-
ited 50% and 90% CEPs in simulation of 22.2 m and 43.3 m,
respectively. Misses are primarily along the downwind axis as

errors in the wind estimate cause the vehicle to undershoot and
overshoot the target. Experimental results are slightly higher than
those presented in simulation with 50% and 90% CEPs of 27.3 m
and 48.8 m, respectively. Close alignment of results indicate
agreement in the simulated and experimental flight vehicle and
atmospheric winds. Note that the axes of Fig. 5 are rotated to align
with the estimated wind direction calculated by the GNC algo-
rithm such that a vehicle approaching the target into the wind
would be traveling down the vertical axis.

5.1 fwB; zg Feedback. An example trajectory is presented in
Fig. 6 to outline the characteristics of the {wB, z} algorithm. The
vehicle is released upwind of the target following standard operat-
ing procedure and approaches the target. After, only two loops are
able to align to approach the target directly into the wind. This
occurs because the vehicle heading, not course direction (direction
of the ground track velocity), is aligned to the target. The wind
constantly perturbs the vehicle downwind of the target resulting in
the approach trajectory aligning into the wind vector. When the
vehicle flies over the target, the heading error becomes maximum
and the vehicle makes a sharp turn to reorient toward the target.
Due to unobservable winds and homing strategy of this method,
the maximum wind magnitude during the flight must be less than
the airspeed of the vehicle (7.2 m/s) in order for the system to pen-
etrate any headwind. Without being able to separate vehicle veloc-
ity from atmospheric wind velocity, the system would never be

Fig. 5 Landing dispersion of GPS-based feedback algorithm in (a) simulation and (b) experi-
mental flight testing

Fig. 6 Example simulated trajectory of the {wB, z} feedback
algorithm
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able to reach the target once it flew downwind as the strategy
dictates.

This algorithm, though simple in nature, exhibits beneficial
emergent behavior. As low altitude wind speeds increase, the
vehicle is more prone to landing into the wind and executes a
softer landing as a result of decreased ground speed. This occurs
because the unobservable atmospheric wind magnitude regulates
how much a given looping trajectory is stretched downwind of the
target. This governs the maximum distance the vehicle gets from
the IP, effectively creating an upper bound on the final miss dis-
tance. For slow atmospheric winds, the stretching behavior is not
pronounced and the vehicle creates a flower pedal shaped trajec-
tory around the IP. As atmospheric wind speed increases, the
upper bound of potential miss distance also increases, but the
vehicle is more likely to land facing into the wind. Intuitively, this
occurs because the vehicle spends longer flying toward the target
than turning to re-orient toward it. The time required to re-orient
is constant (based on the 15 deg/s maximum allowed turn rate),
whereas the time to fly toward the target increases as oncoming
head winds slow the ground speed of the vehicle.

A Monte Carlo simulation analysis was conducted to evaluate
the accuracy of this feedback method and provide quantitative jus-
tification of the emergent behavior. Results presented in Fig. 7
indicate that the vehicle lands aligned with the wind 17% of the
time in low winds and 33% of the time with greater wind speeds.
This metric is based on having less than a 30 deg heading error
with the wind vector, which implies that a 16.6% chance of land-
ing into the wind if the final flight direction was random.

Landing accuracy of the algorithm itself is shown in Fig. 8 with
both simulation and experimental results. Simulation results

indicate that the {wB, z} feedback algorithm has 42.2 m 50% CEP
and 90.0 m 90% CEP. This represents approximately a doubling
in miss distance over the concurrently tested GPS algorithm with
increases of 90% and 107%, respectively. Experimental results of
52 landings show similar results with 48.2 m 50% CEP and
88.2 m 90% CEP. As expected, a large number of misses occur
along the downwind axis, which primarily are associated with
flights that land flying toward the target. Experimental landings
still tend to be downwind of the target but exhibits greater cross-
wind misses due to error in the heading feedback. While the high
level of precision of GPS is degraded due to limited feedback, the
extreme misses only slightly increase indicating that the system
maintains a similar upper bound on landing accuracy.

5.2 fRB; zg Feedback. Using beacon range instead of beacon
heading, this algorithm is able to improve accuracy by actively
timing when to land at the target. An example simulated trajectory
of an airdrop system employing this GNC algorithm is presented
in Fig. 9. The vehicle is deployed upwind of the target following
standard airdrop procedure and immediately enters initialization
phase. While not actively used in this method, the initialization
procedure enables a GPS-based navigation algorithm to estimate
the winds for postprocessing of experimental flights. After, the
system accurately homes toward the target and transitions
smoothly to the loiter period. During loiter, the PD controller is
able to reject the effects of the atmospheric winds by tracking the
circular path. The loiter radius was selected at 90 m based on a
simulated-based parameter study, which identified a trade-off
between minimizing loiter radius and maximizing nominal control
effort. A small loiter radius minimizes the distance the vehicle
must fly during the final stage of homing, minimizing the impact
of the wind on the final landing point. However, a small turn
radius also increases the turn rate necessary to maintain the circu-
lar path ( _wL in Eq. (6)) and limits the amount of control authority
the PD controller has available before actuator saturation. The
final homing period is able to fly toward the target but is suscepti-
ble to landing error based from the atmospheric winds. In Fig. 9,
ground winds are relatively calm, which allow the system to land
at the target with a miss of only 5.2 m. Note that this method also
limits maximum atmospheric wind speed to be less than the vehi-
cle velocity to ensure the system can penetrate any headwind and
maintain a positive ground track velocity.

The accuracy of the {R, z} beacon feedback method is tested in
simulation through Monte Carlo analysis described earlier and
experimental flight testing. Results of each analysis are presented
in Fig. 10. In simulation, the {R, z} beacon system has 50% CEP
of 26.9 m and 90% CEP of 56.2 m. These results indicate only a
21% decrease in accuracy when the beacon system is used instead
of GPS and a 36% improvement over the {wB, z} controller. Fur-
thermore, large outlying miss distances are similar to the GPS sys-
tem indicating that this beacon feedback method can maintain a
very acceptable landing accuracy if GPS is unavailable for drop
operations. 53 drops were conducted during experimental flight
testing resulting in a 50% CEP landing accuracy of 22.9 m, which

Fig. 7 Percent of landings aligned with the wind as a function
of low altitude wind speeds

Fig. 8 Landing dispersion of the {wB, z} feedback algorithm
based on (a) simulation results and (b) experimental flight
testing

Fig. 9 Simulated trajectory of an autonomous airdrop system
employing {R, z} feedback in a windy environment
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closely matches and validates the simulation results. As noted pre-
viously, the landing accuracy of this algorithm is heavily depend-
ent on the unobservable low altitude winds. Both simulation and
experimental results in Fig. 10 show landing points, which are
perturbed downwind from the IP.

6 Conclusion

This work expands the operational regime of precision airdrop
systems by providing an alternative feedback method to GPS,
which can be lost or actively denied. This is based on the develop-
ment and analysis of guidance, navigation, and control algorithms,
which use a single radio frequency beacon and onboard sensors to
steer toward and land at the target. Results were generated through
extensive simulation testing of a validated flight dynamic model
and flight test experiments. Novel GNC algorithms used two com-
binations of beacon range, relative heading to beacon, and altitude
above ground to expand the operating conditions of GPS denied
precision airdrop systems. These methods are cheap and easy to
implement, especially in comparison to vision-based systems. The
proposed methods were significantly hampered by limited state
observability but exhibited minimal loss in accuracy over conven-
tional GPS-based methods. Each beacon method implemented a
strategy that minimized the impact of the unknown atmospheric
winds to achieve accurate landing. However, it is important to
note that as a result of unobservable atmospheric winds, the appli-
cation of these methods is limited to wind speeds at or below the
vehicle airspeed.
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Nomenclature

CD,p ¼ payload drag coefficient
[IB] ¼ inertia matrix about the center of mass

[Inxn] ¼ identity matrix of dimension n
L, M, N ¼ moments exerted on the body about the body

axes
m ¼ total vehicle mass

p, q, r ¼ angular velocity about the body axes
rB ¼ horizontal range from beacon to airdrop system
rT ¼ transition radius from homing to loiter phase

rTR ¼ turning radius of the vehicle
RB ¼ spherical distance from beacon to airdrop

system

Rð�I ; cÞ ¼ single axis rotation about axis �I by angle c
Sc ¼ canopy surface area
Sp ¼ representative payload surface area

u, v, w ¼ velocity of the vehicle in the body frame
V0 ¼ vehicle airspeed

VWr ¼ radial component of the atmospheric winds
VWx, VWy, VWz ¼ inertial components of the atmospheric wind

velocity
x, y, z ¼ inertial position of the vehicle

X, Y, Z ¼ forces exerted on the body along the body axes
da, db ¼ asymmetric/symmetric deflection of the trailing

edge brakes
Dw ¼ heading error fraction

q ¼ atmospheric density
/, h, w ¼ vehicle body orientation

wB ¼ relative heading to beacon
_wc ¼ commanded vehicle turn rate

_wmax ¼ max allowable vehicle turn rate
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